Capacitance probe measurements of brine volume and bulk salinity in first-year sea ice
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Abstract

First-year sea ice plays an important role in the global climate system. It changes the physical properties of the surface of the polar oceans, and modifies the energy and mass transfer between the ocean and the atmosphere. An understanding of the way sea ice affects ocean–atmosphere exchange requires detailed knowledge of the evolution of ice physical properties, which are governed by its temperature and bulk salinity. To this effect, we assessed the utility of commercially available capacitance probes in determining the salinity evolution of first-year sea ice. Measurements of the complex dielectric permittivity, \( \varepsilon = \varepsilon' - i\varepsilon'' \), at 50 MHz were carried out in land-fast ice in McMurdo Sound, Antarctica, and in the Chukchi Sea near Barrow, Alaska. For comparison, we also deployed the probes in artificial, young sea ice in an outdoor tank experiment in Fairbanks, AK. The dielectric permittivity data compare well with predictions from a dielectric mixture model.

We have derived a simple relation that allows for the derivation of brine volume fraction and bulk salinity in columnar first-year sea ice from the real part of the complex dielectric permittivity. For ice at temperatures below the percolation threshold, the error in the derived bulk salinity is less than 15%. The dependence of dielectric permittivity on brine inclusion morphology needs to be taken into consideration, and measurements indicate that changes in pore morphology are recorded in the capacitance measurements.

In this paper we use the real part, \( \varepsilon' \), of the complex dielectric permittivity to study the bulk salinity of bubble-free columnar ice. Further investigations, using the imaginary part of the complex dielectric permittivity, \( \varepsilon'' \), will make it possible to use the same probes to measure the bulk salinity and pore morphology of other types of ice, e.g., frazil, platelet, and multi-year ice.
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1. Introduction

At its maximum extent during Antarctic winter, sea ice covers approximately 7% of the Earth’s surface, with first-year sea ice making up over 80% of the ice in the southern polar ocean, and about 45% of the ice in the Arctic Ocean (Comiso, 2003). It is only a thin layer, measured in meters, compared to the thousands of meters of unfrozen ocean beneath, but it profoundly changes the physical characteristics of the ocean surface. Sea ice increases the albedo of the ocean, decreases the amount of moisture, the amount of heat, and the momentum transferred between the ocean and the atmosphere. Sea ice, therefore, plays an important part in the global climate system (Maykut, 1986; Bitz and Lipscomb, 1999). Since the ice cover is typically...
relatively thin, it is also very sensitive to perturbations in the atmosphere–ocean heat flux (Dieckmann and Hellmer, 2003).

The physical properties – thermal, mechanical, and electromagnetic – of sea ice are governed by its temperature and salinity, which control the volume fraction of brine within the ice matrix, as well as the morphology of brine inclusions (Weeks and Ackley, 1986; Eicken, 2003). Due to the inaccessibility of the ice cover, it is comparatively difficult to measure these properties in situ within naturally growing sea ice. The salinity in particular has hitherto been difficult to measure in the field. The easiest and most widespread method is to measure the bulk salinity from core samples. One drawback of this method, however, is brine drainage from porous ice (Cox and Weeks, 1986), and, as noted above, access to the study area can be difficult. Therefore, by necessity, the temporal and spatial resolution of this method is variable and tends to be poor.

Schwarzacher (1959) and Untersteiner (1968) studied the salinity distribution and desalination processes in multi-year ice. Based on their own experiments and work by Nakawo and Sinha (1981), Cox and Weeks (1975, 1988) developed a numerical model of the salinity profile of first-year sea ice that is valid before the flushing of the ice during summer melt. However, their model fails to capture the high-frequency variations in the salinity profile due to rapid changes in meteorological conditions (Cox and Weeks, 1988). Furthermore, it tends to underestimate the salinity of thin ice and overestimate the salinity of thick ice (Cox and Weeks, 1988), and it does not describe the large horizontal variations observed in the field (Bennington, 1967; Tucker et al., 1984).

In this paper, we present a non-destructive method suitable for obtaining long time series of bulk salinity and relative brine volume at centimeter resolution in naturally growing sea ice. This work builds on studies by Vant (1976), Vant et al. (1978), and Morey et al. (1984), who conducted thorough theoretical and experimental investigations of the dielectric properties of sea ice. Vant (1976) also provides an exhaustive overview of previous work. Arcone et al. (1986) showed that the complex dielectric properties of natural sea ice change with time, opening the possibility to track changes in bulk salinity and ice microstructure. A non-destructive method to track changes in ice salinity was recently presented by Notz et al. (2005), based on changes in impedance between platinum wires frozen into the ice. Here, we employ a commercially available capacitance probe to derive complex dielectric permittivity data of the bulk sea ice at 50 MHz. The dependence of the real part of the complex dielectric permittivity on brine volume fraction and brine salinity is then utilized to derive the bulk salinity of the ice, in conjunction with in situ temperature measurements.

2. Methodology

2.1. Complex dielectric permittivity of sea ice

Naturally occurring sea ice is a complex dielectric mixture whose three main components are pure ice, liquid brine, and air bubbles. At temperatures below −22.9 °C, precipitated salts also become a significant component, and under certain conditions particle inclusions and microorganisms can form part of the mixture.

Each of the components of sea ice, or similar mixtures, has its own distinctive dielectric properties. Their relative concentrations and distribution determine the dielectric properties of the sea ice, or mixture (Stogryn, 1987; Chelidze and Gueguen, 1999; Chelidze et al., 1999; Fabbri et al., 2006). For this study we do not consider surface effects of polarization or clustering of components (Chelidze and Gueguen, 1999; Chelidze et al., 1999; Moore and Maeno, 1993). Clustering, or the development of discrete continuous paths of the conductive component, occurs near the percolation threshold only; and we as yet lack information about the ice-brine interface in the brine inclusions.

In this paper we will limit our study to the complex dielectric permittivity of columnar first-year sea ice, which makes up most of the interior of the ice, below or near the percolation threshold, 50–70% (Weeks and Ackley, 1986; Golden et al., 1998). The percolation threshold occurs when the relative brine volume becomes so large that the discrete brine inclusions start to connect and form networks, enabling gravitational drainage. If the salinity of the ice is 5%, which is a valid assumption for the interior of Arctic first-year ice, the percolation threshold is reached around a temperature of −5 °C (Golden et al., 1998) Thus, we can assume that we have a mixture of pure ice and brine only, with the brine occurring in discrete pockets within the ice matrix. We leave to future studies frazil and platelet ice with their irregular crystal structure and brine inclusion morphology, as well as ice close to its melting point and multi-year ice with their complex mixtures, including air bubbles.

The complex dielectric permittivity, \( \varepsilon = \varepsilon' - i\varepsilon'' \), of both of these materials is described by the Debye (1929) equation:

\[
\varepsilon = \varepsilon_\infty + \frac{\varepsilon_1 - \varepsilon_\infty}{1 + i\omega \tau} - i\frac{\sigma}{\varepsilon_0 \omega} \tag{1}
\]
Table 1

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tine length (mm)</td>
<td>57</td>
</tr>
<tr>
<td>Tine diameter (mm)</td>
<td>4</td>
</tr>
<tr>
<td>Probe radius (mm)</td>
<td>15</td>
</tr>
<tr>
<td>Sensing volume (mm$^3$)</td>
<td>13,000</td>
</tr>
<tr>
<td>Dielectric measurement error</td>
<td>±0.2</td>
</tr>
<tr>
<td>Specified temperature measurement error (K)*)</td>
<td>±0.6</td>
</tr>
</tbody>
</table>

* The error in temperature ±0.6 K is for the entire operating range of −15−65 °C. For the temperature range in our experiments the error was considerably smaller.

where $\varepsilon$ is the complex frequency-dependent dielectric permittivity; $\varepsilon_r$ is the static complex dielectric permittivity of the material; $\varepsilon_{\infty}$ is the high-frequency complex dielectric permittivity of the material; $\varepsilon_0$ is the complex dielectric permittivity of free space; $\omega$ is the angular frequency of the signal; $\tau$ is the relaxation time of the material; $\sigma$ is the ionic conductivity of the material; $i$ is $(-1)^1/2$.

The studies by Morey et al. (1984) and Arcone et al. (1986) showed that $\varepsilon'$ depends mostly on the relative brine volume $V_b/V$, and less on the brine inclusion geometry. For the imaginary part of the complex dielectric permittivity, $\varepsilon''$, the relation is the opposite (Morey et al., 1984). However, Kovacs and Morey (1979), and Morey et al. (1984) showed that crystal orientation does affect $\varepsilon'$, with a reduction for a configuration with the electrical field vector parallel to the $c$-axis of the ice crystals, as discussed in more detail below.

2.2. Instrumentation

We chose to use the Stevens Water Monitoring Systems Hydraprobe for this study. It was originally developed by Campbell (1988, 1990) for non-destructive, in situ measurements of soil moisture. The rugged design and lack of need for maintenance makes it ideal for semi-permanent emplacement, and for long-term measurements in frozen materials (Romanovsky and Yoshikawa, personal communication, 2000; Yoshikawa et al., 2004).

The Hydraprobe is a coaxial probe with a central tine surrounded by three equally spaced outer tines, all made out of stainless steel. The three outer tines are held at ground potential, and a voltage is applied to the central tine at 50 MHz frequency, resulting in a circularly polarized wave (see Table 1 for a list of relevant probe parameters; Campbell, 1990; Stevens Water Monitoring Systems, 1994). The probe head also contains a thermistor for temperature measurements. Since the thermistor is located inside the probe, it measures, strictly speaking, the temperature of the probe, but the probe has for the most part the same temperature as the surrounding ice. The error for the temperature given in Table 1 is for the entire temperature range; the probe is designed to operate at. Comparison with arrays of thermistors, deployed in conjunction with the Hydraprobe arrays (see below), indicate an uncertainty in the temperature of ~0.2 °C over the temperature intervals studied here.
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0.1 m (further details can be found in Pringle et al., submitted for publication).

At the time of deployment, at the time of probe extraction, and in between, 0.1-m-diameter ice cores were obtained through the entire thickness of the ice for stratigraphic analysis. The temperature of the cores was measured, and 0.1-m sections of the cores were melted for determination of salinity by using a YSI 30 conductivity probe (measurement error <0.02 or <1% of the bulk salinity, whichever is larger).

In both McMurdo and Barrow the experiment sites were chosen on undeformed land-fast ice, without leads or ridges nearby.

2.3. Laboratory and field experiments

2.3.1. Measurements in landfast sea ice in McMurdo Sound, Antarctica, July 10–November 11, 2002

An array of four Hydraprobes was deployed at 77.73°S 166.44°E on July 10, 2002 in the first-year landfast ice of McMurdo Sound, northwest of the Erebus ice tongue. The probes were deployed at depths of 0.85 m, 1.05 m, 1.25 m, and 1.45 m. One thermistor array was deployed 3.4 m away, and the other 100 m away. The site was tended to by members of the overwintering crew at the New Zealand Scott Base. Ice thickness at deployment was approximately 1.2 m. The arrays were retrieved on November 11 by the authors and colleagues from Victoria University, New Zealand. A core drilled at the site at this time indicated an ice thickness of 2.3 m.

Readings were taken every 30 min. For this analysis, we only consider data from the bottom-most two of the four probes. The two topmost probes were deployed within the drill hole, as the ice thickness was greater at deployment than anticipated, and the ice within the borehole is not considered representative of natural conditions at the site. The bottom-most probes were encased by the growing ice.

Air temperatures were obtained from Automatic Weather Station Pegasus North (77.958°S 166.5°E), operated by the Space Science and Engineering Center, University of Wisconsin–Madison, USA.

2.3.2. Measurements in landfast sea ice off Barrow, Alaska, February 2–June 4, 2003

An array of three Hydraprobes was deployed in the Chukchi Sea landfast ice, 156.67°W, 71.34°N, on February 2, 2003 in ice of 0.7 m thickness. The probes were deployed at depths of 0.4 m, 0.6 m, and 0.8 m below the upper surface of the ice. As in the McMurdo experiment, the thickness of the ice was underestimated, and only data from the lowermost probe are analyzed in this paper. The array was recovered on June 7 from ice with a thickness of 1.29 m. One thermistor array was deployed 1 m away from the dielectric probe array, and the other 50 m away.

Three cores were taken during the course of the experiment: one during deployment on February 2, one on April 8, 50 m away from the site but in ice of comparable thickness and microstructure, and one on June 4 when recovering the array.

Air temperature data have been obtained with a shielded thermometer mounted at 2 m height at the same site (data provided by D.K. Perovich, Cold Regions Research and Engineering Laboratory, Hanover, NH).

2.3.3. Outdoor ice tank experiment, Fairbanks, AK, February 8–April 20, 2003

To compare the field results with an experiment under controlled conditions, probes were deployed in a 1.5-m³ outdoor tank at the Geophysical Institute of the University of Alaska Fairbanks. The tank was filled with spring water and Instant Ocean artificial sea salt from Aquarium Systems to simulate seawater with salinity of 32‰.

The tank was fitted with both a thermostat and heater to regulate ice growth. A pressure relief valve system connected to a glycol reservoir prevented pressure build-up in the tank, which could potentially push brine upwards through the ice. A low-speed circulation pump to mix the water was also fitted to the tank, but it malfunctioned at an unknown time during the experiment. Ice thickness was measured twice daily with a weighted wire gauge frozen into the ice. On April 15, when the last core was obtained, the ice thickness exceeded 0.45 m.

Four Hydraprobes were fitted in a plastic mesh: two at 0.03 m, and two at 0.19 m depth in the water. We have used data from only one of the lowermost probes for this analysis due to the large variations in temperature and the later radiative heating of the ice that complicated analysis of these data from the topmost probes and due to malfunction of the other probe at 0.19 m depth in the ice.

Air temperature data, as provided by the National Weather Service, comes from the meteorological station at Fairbanks International Airport, situated 5 km from the experiment site.

3. Results and analysis

3.1. Field data

3.1.1. McMurdo Sound

The output from the Hydraprobes, together with air temperature data, is shown in Fig. 1. Because of the
extreme conditions in McMurdo Sound, some data were lost due to equipment malfunctions. Here, we only consider data between August 21 and October 9.

Both the time series of the temperature and of $\varepsilon'$ are comparatively stable. This is due to the fact that the probes were deployed at a depth to which very little short-wave radiation penetrated, reducing the effect of the daily surface temperature variation. We see slight increases in the values of both the real part of the complex dielectric permittivity and ice temperature around August 28 (day 240) and September 25 (day 268), in response to atmospheric warming in the preceding days.

The salinity profile from the retrieved core is shown in Fig. 2. Comparison with other cores taken at the same time in the McMurdo Sound area and other data from the Antarctic (Eicken, 1992) indicates that the salinity profile is representative of Antarctic undeformed first-year ice. At a depth of 1.47 m in the core, approximately the depth of the lowermost probe, a layer of milky, less-transparent ice was observed, something occasionally associated with columnar ice growth in McMurdo Sound (Gow et al., 1998).

### 3.1.2. Barrow

The entire time series of the real part of the complex dielectric permittivity, ice, and air temperature data, from the time at which the probe was frozen into the ice cover on February 27 up to the retrieval of the array on June 7, is shown in Fig. 3. We have truncated the time series at $\varepsilon' = 20$, so as to better be able to distinguish features in the data after freeze-in of the probe. On June 2 (day 153), there is a sharp increase in $\varepsilon'$, followed by a decrease. This coincides with the time when the ice is close to melting temperature throughout its thickness, around the period when we would expect substantial brine motion or even flushing, and corresponding changes in ice salinity.

The salinity data from the three cores retrieved during the experiment are shown in Fig. 4. The winter cores exhibit a typical C-shaped profile with high surface salinities and mostly stable salinities in the interior ice. After onset of surface melt, the surface 0.2 m of the ice desalinated rapidly due to meltwater flushing. A vertical thin section was produced from a core retrieved on February 24, 2003, 50 m distant, but from the same depth and type of ice as that embedding the probe. The ice consisted of large columnar crystals with horizontal c-axis alignment. Brine inclusions consisted of vertically oriented parallel layers and tubes of brine.

### 3.1.3. Ice tank experiment

The air temperature, ice temperature, and the real part of the complex dielectric permittivity as measured during the ice tank experiments are shown in Fig. 5. Due to technical difficulties, two periods of data were lost: February 21 to March 2 and March 18 to 23.

![Fig. 1. Output from the Hydraprobe array deployed in the landfast ice in McMurdo Sound, Antarctica, 2002, between August 21 and October 9. The development with time for the two probes for $\varepsilon'$ is shown in (A), the ice temperature in (B), and the air temperature in (C).](image)

![Fig. 2. Salinity profile from the core retrieved November 11, 2002, 1.2 m away from the Hydraprobe array in McMurdo Sound. The arrows indicate the approximate depths of the probes.](image)
The probe was emplaced only 0.19 m below the upper surface of the ice, so the daily air temperature variations had an effect on both the ice temperature and on the complex dielectric permittivity, as measured by the probe. During the course of the experiment, diurnal temperature cycles and radiative heating of the probe (and the ice) became increasingly prominent.

Salinity data from the four cores retrieved during the course of the experiment are shown in Fig. 6. The ice cover was kept free of snow during the entire experiment. From the beginning of April onwards, the upper surface of the ice started to ablate. Later, with increasing temperatures, between April 5 and April 9 (days 94 and 99) a layer of meltwater formed on the upper surface of the ice. Even though the temperatures at a depth of 0.19 m were still comparatively low, the values of $\varepsilon'$ started to increase on April 9 (day 99), perhaps because of solar heating and local warming around the tines.

The cores here show rapid desalination, which can be expected with the large temperature gradients in the thin ice, and evidence of flushing in the upper 0.2 m of the core of April 15.
3.2. Deriving the bulk salinity of the ice from complex dielectric permittivity measurements

3.2.1. Apparent aspect ratio of brine inclusions in sea ice

The purpose of this study is to develop a method for determining the bulk salinity by measuring the complex dielectric permittivity and temperature of the ice. The complex dielectric permittivity of sea ice is not directly dependent on the bulk salinity, but rather on the relative brine volume of the ice, and the geometry of the brine inclusions.

In columnar ice, the brine inclusions take the form of ellipsoids below and around the percolation threshold, with the major axis vertical, or close to vertical (Assur, 1960; Cole and Shapiro, 1998; Eicken et al., 2000; Light et al., 2003). Addison (1970) showed that \( \varepsilon' \) has a dependency on the aspect ratio between the major and minor axes of the ellipsoidal brine inclusions, with brine inclusions with large aspect ratios contributing relatively more to the total \( \varepsilon' \) than brine inclusions with smaller aspect ratios. Vant (1976), Golden and Ackley (1980), Morey et al. (1984), and Arcone et al. (1986) adapt the dielectric mixture model developed by Tinga et al. (1973) to model the complex dielectric behavior of sea ice. Tinga’s model assumes vertically aligned, ellipsoidal brine inclusions enclosed in a medium with complex dielectric permittivity \( \varepsilon_{\text{MIX}} \), which is the complex dielectric permittivity of sea ice in this case.

This model is highly simplified, since in reality the dimensions of the brine inclusions vary from submillimeters to several millimeters in the vertical, and the inclusions are not symmetrical in the horizontal plane (Perovich and Gow, 1996; Eicken et al., 2000; Light et al., 2003). Arcone et al. (1986) stressed the need for a complex dielectric permittivity mixture model based on actual dimensions of the brine inclusions, and not only their aspect ratios.

Cole and Shapiro (1998) estimated an average aspect ratio of the brine inclusions in Arctic ice of \( \sim 9 \) in their sample from the ice interior. Their sample was taken from a depth of 0.8 m in the landfast ice in the Chukchi Sea outside Barrow, Alaska. Light et al. (2003) showed that around 50% of all brine inclusions in their three samples from the columnar interior of Arctic sea ice had aspect ratios between 10 and 20, and that these values changed little between \(-15\) and \(-5\) °C, but increased as the ice approaches melting temperature.

Tinga’s model requires an average value of the aspect ratios of the brine inclusions. Still, using Tinga’s relation will allow a first assessment of linkages between our permittivity measurements and in situ salinities. To be able to use Tinga’s relation we must first, however, cast it in terms of the brine volume and bulk salinity of the ice:

\[
\frac{\varepsilon_{\text{AV}} - \varepsilon_1}{\varepsilon_1} = \frac{V_2}{V_1} \left[ -\left( \frac{V_2}{V_1} \right) n^2 (\varepsilon_2 - \varepsilon_1) + n (\varepsilon_2 - \varepsilon_1) + \varepsilon_1 \right]^{\frac{1}{2}}
\]

where \( V_2 \) is the brine volume; \( V_1 \) is the pure ice volume; \( n \) is the depolarization coefficient which is dependent on the eccentricity of the ellipsoids; \( \varepsilon_1 \) is the complex dielectric permittivity of pure ice; \( \varepsilon_2 \) is the complex dielectric permittivity of brine; and \( \varepsilon_{\text{AV}} \) is the complex dielectric permittivity of the sea ice mixture.

The full method of calculating the temperature-dependent complex dielectric permittivity of pure ice and brine, \( \varepsilon_1 \) and \( \varepsilon_2 \), is given in Vant (1976).

The dimensions of the brine inclusions cannot be considered small in comparison to the probe dimensions (Stevens Water Monitoring Systems, 1994; Campbell, 1988; Cole and Shapiro, 1998; Eicken et al., 2000; Light et al., 2003); therefore, the ice will be assumed as anisotropic relative to the probe. The resulting value of \( \varepsilon_{\text{MIX}} \) measured by the probe is given by (Vant, 1976):

\[
\varepsilon_{\text{MIX}} = \frac{\varepsilon_{\text{AV(a)}}}{2} + \frac{\varepsilon_{\text{AV(b)}}}{2}
\]

where \( \varepsilon_{\text{AV(a)}} \) is the real part of the complex dielectric permittivity with the electrical field parallel to the major axis of the brine inclusion; \( \varepsilon_{\text{AV(b)}} \) is the real part of the complex dielectric permittivity with the electrical field parallel to the minor axis of the brine inclusion.

The results of these calculations can be seen in Fig. 7. We have plotted \( \varepsilon' \) (dots) from the three experiments...
against the corresponding temperatures. Bounding the experimental values are theoretical values calculated using Eqs. (2) and (3) (dashed lines with theoretical values in parenthesis). It is clear that for all the experiments, the apparent aspect ratio experienced by the probes correlates well with the aspect ratios measured by Cole and Shapiro (1998) and by Light et al. (2003). The aspect ratios measured by Eicken et al. (2000) are somewhat smaller. Furthermore, both the Barrow (B) and ice tank experiment (C) data sets show strong increases in the apparent aspect ratio with the ice temperature close to the melting or freezing of the ice, which is also in agreement with the observations by Light et al. (2003). Above the percolation threshold more and more networks of linked brine inclusions are formed, and the morphology of the brine inclusions becomes more complex than is covered by our model.

3.2.2. Establishing the relation between the real part of the complex dielectric permittivity and the bulk salinity of sea ice

As stated above, $\varepsilon'$ is mainly dependent on the relative brine volume of the ice, $V_b/V$. Cox and Weeks (1983) and Leppäranta and Manninen (1988) developed a set of equations describing $V_b/V$ as a function of the bulk salinity and temperature of the ice based on the phase relations in thermodynamic equilibrium:

$$\frac{V_b}{V} = \frac{\rho S}{F_1(T) - \rho S F_2(T)}$$ (4)

where $\rho$ is $0.917 - 1.403 \times 10^{-4}$ $T$ (the temperature dependent density of pure ice (Pounder, 1965); $S$ is the bulk salinity of the ice; $T$ is the temperature in °C; and $F_{1,2}(T)$ are empirical polynomial functions of temperature based on phase relations in the ice.

With ice temperature measured by the probes and the brine volume fraction estimated from the complex dielectric permittivity measurements, we can estimate the bulk salinity of the ice.

Fig. 8 shows the relative brine volume $V_b/V$ as a function of $\varepsilon'$ for all four probes. In the graph we have excluded data points where the temperature was higher than $-2$ °C, since interpretation of these data is complicated by probes extending into the skeletal layer, or into rotten ice, as well as potential solar heating. The chemical composition of the brine inclusions close to the melting point of ice is also uncertain. For reasons of clarity, we have chosen to plot only every 20th data point, even though we have used the entire data set for our calculations. For the Barrow measurements, we have also chosen to plot the periods from February 24 (day 55) to April 8 (day 98), and April 8 to June 7 (day 158) separately. We labeled these periods ‘cooling’ and ‘warming’. The relative brine volumes have been calculated using Eq. (4) with the measured salinity data from the cores, assuming constant desalination rates between measurements. This is a valid assumption, supported by the research by Nakawo and Sinha (1981) and Cox and Weeks (1986), considering that the bulk salinity changes very little between the core measurements at the depths of the probes.

It is clear from the graph that the data points from Barrow, the ice tank experiment, and from the probe at 1.45 m depth interval at McMurdo all follow a linear relation between $\varepsilon'$ and $V_b/V$. The reason why the data from the probe at depth 1.25 m in the McMurdo experiment deviates from this line, and is hence excluded, is covered in more detail below.

Fig. 7. The measured values of $\varepsilon'$ (dots) compared with the theoretical aspect ratios (numbers within parentheses) of the brine inclusions calculated using Eq. (2): McMurdo Sound 2002 (A); Barrow 2003 (B); Fairbanks ice tank experiment 2003 (C). The values in parentheses correspond to aspect ratios of brine inclusions deemed realistic based on measurements in comparable types of ice. The dashed lines are the predictions of the model for these values. Since the values for Barrow, B, include both a cooling cycle and a warming cycle, the bounds are represented by a shaded area instead.
From Fig. 8 we can develop a linear regression formula that describes the relation between $V_b/V$ and $\varepsilon'$:

$$\frac{V_b}{V} = a + b\varepsilon'$$  \hfill (5)

where $a = -0.0582$; $b = 0.0113$; with $R^2$ as 0.9748.

Eq. (5) can be fitted to an inversion of Eq. (4) to obtain an expression that links the bulk salinity directly with $\varepsilon'$, see Eq. (6):

$$S = \frac{1}{\rho} \frac{(a + b\varepsilon')F_1(T)}{1 + (a + b\varepsilon')F_2(T)}$$  \hfill (6)

(for explanation of terms, see Eq. (4)).

Comparing with previous experimental results (Morey et al., 1984; Arcone et al., 1986), this relation should be valid for relative brine volumes at least up to 100‰, with error limits of less than 25% above the percolation threshold. We can suspect that above relative brine volumes of 100‰ the morphology of the brine inclusions has changed so much that the simple assumptions of discrete brine inclusions no longer hold.

We know from thin sections that the Hydraprobes were deployed in columnar ice in Barrow and in the ice tank. If there is a current present, the $c$-axis of the columnar ice crystals will align parallel to it (Weeks and Gow, 1978). This was observed at Barrow with the current parallel to the shore (Cole and Shapiro, 1998), and the probe tines parallel to the $c$-axis of the columnar ice. In the absence of a current in the ice-tank experiment no preferred $c$-axis alignment of the columnar ice crystals was observed. Both Kovacs and Morey (1979) and Morey et al. (1984) showed that if the electrical field is parallel to the preferred $c$-axis alignment of the columnar ice crystals, it will result in a decrease in $\varepsilon'$. The expected ice-growth at depth in McMurdo is aggregation of so-called platelet ice at the bottom of the ice sheet (Jeffries et al., 1993; Gow et al., 1998; Jones and Hill, 2001; Smith et al., 2001). A vertical thin section from 1.1 to 1.2 m depth at the study site in McMurdo Sound suggests that at this depth interval ice crystals are starting to deviate from the typical columnar structure, with tilted platelets and finer grained ice. Lacking data for the depth interval of 1.2–1.3 meters depth we can assume that the ice has a less well organized structure at this depth, with further platelet accumulations. This, along with higher connectivity between pores, and a reduced degree of anisotropy for such ice, explains much of the observed deviation from the regression curve in Fig. 8, and the lower values of bounds of the apparent aspect ratio observed in Fig. 7A (Golden, personal communication, 2005).

The unexpectedly large values of the bounds of the apparent aspect ratio of the deeper probe could be explained by the presence of the observed milky layer in the core at that depth. Jeffries et al. (1993) and Gow...
et al. (1998) did report observing layers of columnar ice interspaced with layers of platelet ice in McMurdo Sound. This could explain the differences in apparent aspect ratio observed by the two probes in the McMurdo experiment.

3.2.3. Salinity change in the landfast sea ice at Barrow, Alaska, 2003

We will now investigate how useful the Hydraprobos are in measuring the salinity changes in sea ice. We have chosen the data from the Barrow experiment for this, since it is the most complete time series of temperature and dielectric permittivity that we have collected, and because we have good sets of supplementary data to compare the results.

Time series of the relative brine volume and bulk salinity (Fig. 9A and B) of the ice at Barrow have been arrived at by using Eqs. (4) and (6), in conjunction with the data provided by the Hydraprobe. Fig. 9C, showing the daily change in salinity as derived from the salinity data in Fig. 9B, indicates several events during which the bulk salinity of the ice surrounding the Hydraprobe changes rapidly. Fig. 9D shows the temperatures recorded by the Hydraprobe and by the thermistor in the adjacent string deployed at about the same depth as the Hydraprobe. The temperature records are similar but not identical, this is partly due to the fact that the Hydraprobe records the temperature inside the probe casing, while the independent thermistor measures the temperature of the ice itself. Also, the two instruments measure the temperatures at two different locations in the ice. Niedrauer and Martin (1979) showed that the isotherms in sea ice are not horizontal, but vary with the thickness of the ice. The thickness of the ice can vary even over short distances (personal observation by the authors at Barrow, 2003).

Using the independent data provided on the temperature evolution of the ice cover by the thermistor string deployed in conjunction with the Hydraprobe array, we will discuss the salinity evolution and potential brine movement in more detail below.

The thermal evolution of the ice cover is apparent from the contour diagram of daily ice temperatures at depth levels spaced 0.1 m apart (Fig. 10A). Three distinct temperature regimes can be discerned in the ice: (1) rapidly growing ice with a drop in ice temperatures, prior to about day 80 (March 21); (2) a cold stable period, between days 80 and 118 (March 21–April 28), with ice temperatures at the probe’s depth level below −5 °C; and (3) early spring warming after day 118 (April 28) to the end of observations in early June, with temperatures between −5 and −2 °C at the probe’s depth level.

However, it is the connectivity between the brine inclusions that controls the rate of gravity drainage, which is the main desalination mechanism in cold sea ice (Cox and Weeks, 1975). Based on measured salinity profiles, we have estimated the desalination rate from which salinity profiles could be reconstructed at different time points. From these data, in turn, time series of brine volume evolution were derived (Fig. 10B).

In Fig. 10C, one can discern three episodes of apparent brine movement that are above the error limit: around day 65 (March 6), around days 90–95 (March 31–April 5), and around days 115–121 (April 25–May 1).

The third episode takes place in the warming ice temperature regime. In Fig. 9A–C, we see rapid increases.
in both relative brine volume and bulk salinity, followed by similar decreases. The temperature recorded by the independent thermistor shows a similar decrease followed by an increase (this temperature variation is barely recorded by the thermistor in the Hydraprobe, since it is not sensitive enough). Hudier et al. (1995) recorded a similar thermal event in sea ice, attributing the temperature change to cold dense brine flushing down through porous ice, and then being replaced by seawater from below the lower boundary of the ice. Neither the downward flushing brine nor the seawater that replaces it is in thermal or haline equilibrium with the surrounding ice. Therefore, the ice will first cool as the oversaturated brine dissolves the ice and then warm as latent heat is released by the freezing of the seawater (Worster and Wettlaufer, 1997). Both the brine and seawater will increase the salinity of the already desalinated ice. This effect appears to be temporary, however. We do see from the cores (Fig. 4) that despite desalination of the upper surface of the ice, the bulk salinity of the interior changes very little. The substantial drop in surface salinities does not occur until meltwater flushing starts in late May (Eicken et al., 2002).

It is apparent that this event is not as overturning in a single brine channel, since it is recorded not only by the Hydraprobe and the adjacent thermistor string, but also by the thermistor string deployed 50 m distant (Pringle et al., submitted for publication). This event also coincides with the period when the ice above the probe becomes permeable to brine movement (Golden et al., 1998) as shown in Fig. 10B.

The first of the episodes, around day 65 (March 6), takes place during a period of rapidly growing ice while the probe is still embedded in very porous ice close to the ice–ocean interface. This event is only recorded by the Hydraprobe, not by the independent thermistor (Fig. 9D). This, and the relatively low relative brine volume of the ice above the probe, would lead us to suspect that it is a convective plume of seawater penetrating up into the ice from beneath the ice–ocean interface. Such plumes were observed by Niedrauer and Martin (1979) in laboratory experiments of simulated sea ice.

The second episode takes place between days 90 and 95 (March 31–April 5), during a period of stable, low ice temperatures, when the overall salinity of the ice is fairly stable as well (Fig. 9A). From Fig. 3A and B, it is apparent that this increase in \( \varepsilon' \) coincides with an increase in temperature. This correlation suggests that the salinity excursion is merely an artifact, resulting from the assumption of a constant desalination rate, which can lead to artificial changes in the derived salinity during periods of stable ice salinity. In contrast, during the second half of the time series, the reduction in bulk ice salinity appears to be captured well, despite increasing temperatures.

3.2.4. Sources of error

There are two sources of error in the experiment: errors stemming from the uncertainties in the measurements of the bulk salinity, and instrument errors. The error limits for the Hydraprobe are given in Table 1. The probe measures average temperature and \( \varepsilon' \) over its entire volume. However, using the measured values of air temperature and ice thickness, we arrived at an average temperature gradient in the ice of less than 0.2 K/cm for all the experiments. Then, by using the estimated average bulk salinities from the ice cores, we calculated that the contribution to the error in relative brine volume from the instrumental uncertainty is less than 5%.

This indicates that the main source of error for this experiment is the uncertainty in the original bulk salinity
measurements that form the basis of the regression developed in Fig. 8. First, the bulk salinity measurements are averaged over a volume of ice larger than and not directly adjacent to the volume sampled by the probes. Field studies (Bennington, 1967; Tucker et al., 1984) indicate that horizontal variations can be significant, up to 3% over distances of 0.25 m. However, parallel cores taken in the homogeneous fast ice at Barrow typically vary by much less than 1% at any given depth level. This justifies an estimated error of 0.5% in the salinity measurement (Tucker et al., 1984). Secondly, we assume a constant desalination rate between subsequent cores. Our own results and earlier studies by Notz et al. (2005) in growing ice indicate that the brine movements are not continuous, but rather episodical. Studies by Eide and Martin (1975) and Freitag and Eicken (2003) indicate that the main brine movement in sea ice after initial growth takes place within secondary brine inclusion features, for instance, when the initial pores link up to form tubes and channels. For a further investigation of these convective overturnings in sea ice, we refer to Eicken et al. (in preparation).

Thus, there is an error associated with the salinity measurements that enter into Eq. (4). Based on salinity data from ice cores, it appears that the salinities in the Barrow experiment might be overestimated by as much as 20% for the period after initial embedding of the probe in the interior of the ice, and before April 8. There is a similar maximum overestimation of 20% of the bulk salinity in the tank experiment in the period leading up to April 15.

Fig. 7 indicates that the apparent aspect ratios seen by the probes stay constant for temperatures throughout much of the studied temperature interval. We can therefore assume that the brine inclusion morphology does not change significantly within the temperature and complex dielectric permittivity intervals this study focuses on; this assumption is in agreement with the studies by Eicken et al. (2000) and Light et al. (2003). However, further work is needed to validate this assumption and investigate the impact of potential changes in pore morphology on dielectric permittivity measurements.

To calculate the error in the estimate of the bulk salinity, we will have to use the standard formula for error propagation twice: once for Eq. (4) with the error in temperature and the error in the bulk salinity measurement, and then for Eq. (6) with the resulting error in brine volume and the error in temperature. The resulting error in bulk salinity, as measured by the Hydraprobe under the conditions outlined above, is below 15% below the percolation threshold, increasing to 25% as the ice gets close to the melting/freezing temperature.

4. Conclusions

We have presented in this paper results from three separate experiments, in which we have deployed commercially available capacitance probes in natural, undeformed first-year sea ice in the field, and under experimental conditions. We have shown that, within the limitations stated for these experiments, it is possible to measure both the absolute values of the bulk salinity and changes in bulk salinity with large temporal and spatial resolutions, and within a reasonable error limit. This is particularly interesting during periods when rapid desalination of the ice is known to occur, e.g., just after initial freezing and during ice melt, even though, at present, the error limit of our measurements during these periods can be large.

We have concentrated on the real part of the dielectric permittivity \( \varepsilon' \) in this study. While \( \varepsilon' \) mainly depends on the relative brine volume and temperature of the ice, the distribution, size, morphology and orientation of the brine inclusions also affect it. These factors increase the overall measurement error, ideally requiring independent data on ice microstructure. At the same time, however, this allows for indirect assessments of changes in microstructure during warming or cooling of the ice, in particular with a set of probes frozen in with different time/field orientations. The probes also measure the imaginary part of the complex dielectric permittivity, which is more sensitive to the morphology of the brine inclusions. This suggests that with additional information on bulk salinity and ice microstructure from cores (Eicken et al., 2000; Light et al., 2003), the error limits of the bulk salinity measurements can be significantly reduced. At the same time, this offers the possibility to monitor brine pocket evolution using the same techniques described in this paper.

Our results compare well with theory as expressed in the model developed by Tinga et al. (1973). This could be partly due to the brine being mostly concentrated in brine inclusions with large aspect ratios (Light et al., 2003), which provide a large relative contribution to the real value of the complex dielectric permittivity (Addison, 1970). The circular geometry of the probes also makes the absolute orientation of the brine inclusions unimportant in these experiments because of the microstructure of the ice investigated. However, more sophisticated electromagnetic property models may help improve significantly the salinity and brine volume estimates from inversion of permittivity data (Golden, personal communication, L.G.E. Backstrom, H. Eicken / Cold Regions Science and Technology 46 (2006) 167–180
2005), especially for ice which is above the percolation threshold, where more complex brine inclusion morphology is expected, or in frazil or platelet ice, which exhibits a smaller degree of anisotropy than the columnar ice investigated here. This would enable the probes to be used at high temperatures when flushing events take place, and when increases in porosity make the ice more laterally permeable (Cottier et al., 1999; Freitag and Eicken, 2003). Covering the tines with tubing will reduce the probe’s sensitivity to contiguous brine concentrations, which would also increase the usefulness of the probe in highly porous ice (Yoshikawa et al., 2004).

The method employed by Notz et al. (2005) in deriving ice salinity from indirect measurements is more sensitive, has better spatial resolution, and works well in the skeletal layer in the ice. However, it only provides the relative concentrations of solid and brine fraction, but does not provide information on the morphology of the brine inclusions. The method described in this paper can be used to model the morphology of the brine inclusions because of the geometry of the Hydraprobe, as described above. Furthermore, our method utilizes relatively cheap, robust, and commercially available probes, which might make it preferable to incorporate them into larger scale studies, such as in the deployment of drifting buoy packages. A further improvement of the capacitance method would include measurements of the capacitance between sensors deployed in parallel vertical boreholes or narrow slits in the ice. Such deployment would be particularly advantageous if it could be achieved without disturbing the ice and without the need for the ice matrix to freeze around the sensors.
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